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eXplainable AI (XAI)
GO champion Fan Hui commenting the famous 37th move of 
AlphaGo, the software developed by Google to play GO, that 
defeated in March 2016 the Korean champion Lee Sedol with an 
historical result: "It's not a human move, I've never seen a man 
playing such a move". 

GO is known as a “computationally complex” game, more 
complex than Chess and before this result the common 
understanding was that it was not a game suitable for a machine to 
play successfully.  

The GO champion could not make sense of the move even after 
having looked at all the match, he recognized it as brilliant, but he 
had no way to provide an explanation

A (non-mathematical) definition by Miller (2017) is:
Explainability is the degree to which a human can understand the 
cause of a decision



XAI

➢ This is an experiment conducted to fool the Deep 
Neural Network (DNN): the engineers maintained in 
the second and fourth images only the elements that 
the system used to recognize a guitar and a penguin 
and changed all the rest so that the system still “see” 
them like a guitar and a penguin.

➢ The work from Goodfellow et al. (2014) opened the 
door to further evolutions starting from universal 
perturbations (Moosavi-Dezfooli et al. 2017) to the 
recent one-pixel attacks  that showed how to fool a 
neural network by just changing one pixel in the 
input image.

Notebook Here
One Pixel attack orginal paper

➢ After the training, the algorithm learned to 
distinguish the classes with remarkable 
accuracy: only a misclassification over 100 images! 
But if we use an Explainable Ai method asking the 
model “Why have you predicted wolf?” The 
answer will be with a little of surprise “because 
there is snow!”

https://colab.research.google.com/github/hyperparticle/one-pixel-attack-keras/blob/master/1_one-pixel-attack-cifar10.ipynb
https://arxiv.org/pdf/1710.08864


To give you a feeling of what ML really is...
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Single layer neuron
Example: ReLU activation
G(c)= c≥0 ? c : 0

x2

x1

y = G(c)= G(2.2) = 2.2

c = x1*w1 + x2*w2 + b
= 0.8*1.0 + 1.2*0.75 + 0.5   
= 2.2



Logistic regression
Example: Sigmoid activation

x2

x1



FROM LINEAR AND NON LINEAR MODELS FROM A XAI PERSPECTIVE



FROM LINEAR AND NON LINEAR MODELS FROM A XAI PERSPECTIVE

What  this neural network is doing is  just like logistic regression, except that rather 
than using the  original features x1, x2, x3, is using these new features a1, a2, a3. 

This algorithm has the flexibility to try  to learn whatever features at once, using these a1, 
a2, a3 in order to feed into this  last unit that's essentially a logistic regression here.



INTRINSIC EXPLAINABLE MODELS: LINEAR REGRESSION

➢ Correlation is a measure of the 
degree of the linear relation 
between two variables 

➢ It can vary from -1 (full negative 
correlation, one variable’s increase 
makes the other to decrease) to 1 
(positive correlation, the two 
variables increase together).

➢ Every variable has obviously 
correlation = 1 with itself



AGNOSTIC METHODS: PERMUTATION IMPORTANCE

� Permutation importance is 
calculated after a model has been 
fitted. So we won't change the 
model or change what predictions 
we'd get for a given value of height, 
sock-count, etc.

� Instead we will ask the following 
question: If I randomly shuffle a 
single column of the data, leaving 
the target and all other columns in 
place, how would that affect the 
accuracy of predictions in that 
now-shuffled data?



AGNOSTIC METHODS: PERMUTATION IMPORTANCE

� Our example will use a model that 
predicts whether a soccer/football 
team will have the "Man of the Game" 
winner based on the team's statistics. 
The "Man of the Game" award is 
given to the best player in the game. 



Partial dependence plot (PDP)

➢ The main strength of this permutation importance 
method is to provide a simple and direct answer about 
the most important feature. 

➢ But it doesn’t help no answering the “How”: we may be 
interested or asked to answer how goal scored may 
change the predictions 

➢ PDP sketches the functional form of the relationship 
between an input feature and the target

➢ What is performed under the covers by PDP method is to 
evaluate the effect of changes in a feature over multiple 
rows to get an average behavior and provide the related 
functional relationship. 



Partial dependence plot (PDP)

➢ Looking at the single diagram of goal 
scored, it seems there is just a slight 
variation above one goal

➢ The maximum effect from distance covered 
is achieved around 100 km, but with more 
goals also longer distances produce the 
same overall effect. 



SHAP (SHapley Additive exPlanations): A Game Theoretical Approach

➢ If we move to our working scenario of “Player of the Match” prize, so 
far we provided explanations about the most important features and 
the functional relationship of these features with the prediction, but we 
are not able to answer the direct question: considering the features in 
the figure, how much the specific prediction for his match has 
been driven by the number of goals scored by Uruguay? 

➢ SHAP method relies on Shapley value, named by Lord Shapley in 
1951 who introduced this concept to find solutions in cooperative 
games. To set the stage, game theory is a theoretical framework to 
deal with situations in which we have several individual players and we 
search for the optimal decisions that depend from the strategy adopted 
by the other players. 

➢ You see on the left the list of features and on x axis the SHAP value. 
The color of each dot represents if that feature is high or low for 
that specific row of data. The relative position of the dot on x axis 
shows if that feature contributed positively or negatively to the 
prediction. In this way, you may quickly assess if, for each 
prediction, the feature is almost flat or impacting a lot some rows 
and nothing to the others.

 



Occlusions as agnostic method

➢ Using the occlusion in the training phase, we force the black box 
not to learn by looking at the finer details.

➢ We can take a pre-trained black box and question it on image 
content using occlusions as a XAI method. The model has 
already been trained and fixed, so we don’t care in this phase of 
training it in a robust way

➢ We want to understand which details of the image are most 
significant for the class’ attribution or to evaluate the importance 
of some group of pixels



Features Exploration @Cyber Guru Phishing

Parallel Plot, features importance



AI Taxonomy
“Machine Learning is the field of study that gives computers the ability to learn without 
being explicitly programmed”
 (A. Samuel 1959)



Updated AI Taxonomy

Generative AI and LLM



Generative AI and LLM
Generative AI is a type of artificial intelligence that is able to create original content, such as text, images, music, and video. 
These systems are trained on large datasets of human-generated content and are able to generate new pieces of content that are 
original and impressive. 

There are various techniques used in generative AI, such as generative adversarial networks (GANs) and transformers. 
GANs consist of two neural networks, a generator and a discriminator, which work together to produce new content that 
resembles the source data. Transformers, such as GPT-3, are trained to understand language or images and generate text or 
images from large datasets. Variational auto-encoders (VAEs) are another technique used in generative AI, which involves 
learning the underlying structure of a dataset and generating new data that fits this structure.



➢ In contrast to traditional deep learning 
models, the scale of LLMs in terms of 
parameters and training data introduces 
both complex challenges and exciting 
opportunities for explainability research.

➢ On the one hand, traditionally practical 
feature attribution techniques, such as 
gradient-based methods and SHAP 
values, could demand substantial 
computational power to explain LLMs with 
billions of parameters. 

➢ This makes these explanation techniques 
less practical for real-world applications 
that end-users can utilize

XAI @ LLMs

XAI for large language models

https://arxiv.org/pdf/2309.01029


Large Language Model (LLM)

Image generated with GPT-4o



LLM
• Large Language Model (LLM) are giant neural networks with 

billions of parameters (weights), trained on large quantities of 
unlabelled text using self-supervised learning

• A message is splitted in tokens (sub-word)

• Each token is translated in a number using an operation called 
embeddings

• LLM works by taking an input text and repeatedly predicting the 
next token or word



Size of GPT-4

• Around 1.76 trillion parameters
• Neural network with 120 layers
• Process up to 25,000 words at 

once
• Estimated training cost is $200M 

using 10,000 Nvidia A100 GPU 
for 11 months

https://www.nvidia.com/en-us/data-center/a100/


RNN, before LLM
• Recurrent Neural Networks (RNN)
• Prediction of the next words based on the previous words
• RNN does not scale
• To complete a sentence the model needs to understand the structure 

of the entire sentence
• Eg. “The teacher taught the students with the book”

• Did the teacher teach using the book?
• Did the student have the book?
• Or was it both?



RNN (2)



Attention Is All You Need
• Google and University of Toronto published a 

paper in 2017 “Attention is All You Need”
• In this paper they introduced the Transformes 

architecture 
• This novel approach unlocked the progress in 

generative AI that we see today
• Scale efficiently, parallel process, attention to 

input meaning

https://arxiv.org/pdf/1706.03762.pdf


RNN vs Transformers

RNN

Transformers



Attention map

self-attention

eg. book is 
strongly 
connected 
with teacher 
and student



Transformers architecture



Encoder and Decoder

Encoder
Encodes inputs (“prompts”)
with contextual understanding
and produces one vector
per input token

Decoder
Accept input tokens and
generate new tokens



Top-k



Temperature



LLM visualization https://bbycroft.net/llm

https://bbycroft.net/llm


Prompt

LLM

Prompt
Where is Ganymede 
located in the solar 
system? 

Completion
Where is Ganymede 
located in the solar 
system? 
Ganymede is a 
moon of Jupiter and 
is located in the 
solar system within 
Jupyter’s orbit

Context window: few thousand words



Prompt engineering
• You can encounter situations where the model doesn't produce the 

outcome that you want on the first try

• You may have to revisit the language several times to get a good 
answer

• The development and improvement of the prompt is known as 
prompt engineering

• One powerful strategy is to include examples of the task that you 
want the model to carry out inside the prompt

• This is called In-Context Learning (ICL)



ICL - zero shot inference

LLM

Prompt
Classify this review:
I loved this movie!
Sentiment:

Completion
Classify this review:
I loved this movie!
Sentiment:
Positive
 



ICL - one shot inference

LLM

Prompt
Classify this review:
I loved this movie!
Sentiment:
Positive
Classify this review:
I don’t like this chair.
Sentiment:

Completion
Classify this review:
I loved this movie!
Sentiment:
Positive
Classify this review:
I don’t like this chair.
Sentiment:
Negative

 



ICL - few shot inference

LLM

Prompt
Classify this review:
I loved this movie!
Sentiment:
Positive
Classify this review:
I don’t like this chair.
Sentiment:
Negative
Classify this review:
This is not great.
Sentiment:

Completion
Classify this review:
I loved this movie!
Sentiment:
Positive
Classify this review:
I don’t like this chair.
Sentiment:
Negative
Classify this review:
This is not great.
Sentiment:
Negative
 



LLM emerging properties

“These things are totally different from us,” he says. “Sometimes I think it’s as if aliens had landed and 
people haven’t realized because they speak very good English.” G. Hinton

“Emergence is when quantitative changes in a system result in 
qualitative changes in behavior.”  (P. Anderson, 1972)

“..Only twenty years ago we expected to 
have to solve two tasks separately, 
modeling language and the world, and 
then combine them. Things turned out 
differently, and I wonder if the distinction 
between understanding the world and 
understanding language isn't arbitrary, and 
if another kind of mind might not draw very 
different boundaries..”   N. Cristianini



Artificial General Intelligence

“…Because of this, I have mixed feelings about attempts to come 
up with new definitions of artificial general intelligence (AGI). I 
believe that most people, including me, currently think of AGI as AI 
that can carry out any intellectual task that a human can. With this 
definition, I think we’re still at least decades away from AGI. This 
creates a temptation to define it using a lower bar, which would 
make it easier to declare success: the easiest way to achieve AGI 
might be to redefine what the term means!” 
Andrew NG 

The Chinese room argument holds that a digital computer executing 
a program cannot have a "mind", "understanding", or 
"consciousness",  regardless of how intelligently or human-like 
the program may make the computer behave. 

The argument was presented by philosopher John Searle in his 
paper "Minds, Brains, and Programs", published in Behavioral 
and Brain Sciences in 1980.





➢ Many of these New & Exciting ideas involve introducing 
increasingly opaque abstraction layers. They promise to 
push us towards The Future, yet only bring us further from 
understanding our own abilities and needs. It's easy to sell 
ideas like these. What isn't easy, is creating something both 
practical and sustainable. If we want to make the world more 
sustainable, we need to understand the inputs, outputs, 
dependencies, constraints, and implementation details of the 
systems we rely on. Whenever we make it more  difficult to 
know something, we inch closer to an information dark age.

➢ Fortunately, there are still hackers. For every smokescreen 
that clouds our vision, hackers help to clear the air. For 
every new garden wall erected, hackers forge a path around 
it. For every lock placed on our own ideas and cultural 
artifacts, hackers craft durable picks to unshackle them. 
Hackers try to understand what lies beyond their 
perspective. Hackers focus on what is real, and what is 
here.

==Phrack Inc.==

                Volume 0x10, Issue 0x47, Phile #0x01 of 0x11 [  August  19, 2024  
]
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Thank you!
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